
– 1 – 

Draft: brazilian20020826.wpd

Printed on August 27, 2002 (10:31am)

Automatic Processing of Brazilian Bank
Checks
Rafael Palacios*, Anshu Sinha** and Amar Gupta**

*Universidad Pontificia Comillas, Madrid, Spain

**Massachusetts Institute of Technology, Cambridge, MA, U.S.A.

Abstract

This paper focuses on determining the value of the check, which is the first step needed for

automatic processing.  The multi–staged approach proposed in this paper deals with four aspects:

the detections of the numerical amount field on the check; the segmentation of the string into a

set of characters; the recognition of isolated characters; and the syntactic verification of each

output.  All modules have been tunned to recognize Brazilian checks.  Through the use of feedback

mechanism between recognition and segmentation, the adoption of a new normalization approach,

the use of several neural networks in parallel, and the incorporation of syntactic verification

methods, our research team has been able to significantly enhance the overall accuracy levels.

Keywords: Document imaging, check processing, optical character recognition, unconstrained

handwritten numerals, neural networks.

1 Introduction

According to the Federal Reserve Bank, checks accounted for 60% of the non-cash transactions

in 2001 in the United States [19].  More checks are written for bill payment or remittance that

for any other purpose (25.7% of check volume); and the use of credit cards and debit cards is

increasing primarily at the point of sale.  In Brazil and other countries, the volume of checks is

also important and there is a significant interest in the banking industry for new approaches that

can process paper checks automatically.  Checks are currently processed at significant cost for:

determining the value of the check as specified by the account holder; physically transporting the
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check from the place where the account holder entered that amount to the location of the bank

in which the account is maintained; and initiating appropriate transactions at the intervening

banks and financial institutions.

This paper focuses on the first step in automatic processing that consists of reading the

information contained in the check and translating it into electronic format. The account number

and the bank code are printed on the checks in magnetic ink (MICR) and are the only fields that

can be processed automatically with near-perfect accuracy. Since the MICR character set is a

special type font, these fields can be easily read using magnetic machines or optical (OCR)

systems [12].  The other fields may be handwritten, typed, or printed, but most commonly they

are handwritten by  individuals since many companies are making payments using electronic

transfers instead of printing checks.  These fields contain the name of the recipient, the date, the

amount to be paid (textual format), the courtesy amount (numerical format) and the signature

of the person who wrote the check. The official value of the check is the amount written in words,

while the amount written in numbers is supposed to be for courtesy purposes only and is therefore

called "courtesy amount". Nevertheless, employees at the banks usually read only the amount

from the courtesy amount field and ignore the other field, altogether.  The amount of the check

is entered by the employee into the computer, and it then it may be read by another employee to

reduce the chances of incorrect readings.

Automatic check processing has been an area of research in image processing for a long time, but

it has only been in recent years that complete systems with reading accuracy in the range of

20–60% and reading error in the range of 1–3%, have begun to be installed [33].  Checks present

the full challenge of totally unconstrained writing, in contrast with other applications of character

recognition and document analysis [9].  The position of the fields is not fixed and there are no

lines or boxes to specify the location where every digit should be written within one field.

The system described in this paper locates and reads the courtesy amount, which is the main field

that banks use to process the check.  Other researchers have also described or implemented
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systems to read courtesy amount in checks [28, 32], and some of these systems are geared to a

particular writing language; for example [31] has been developed for Korean checks, [38, 43] for

checks written in French, and [1, 30] for U.S. checks.  Further, some check processing systems

focus on reading the legal amount [27]; see [2] for Brazilian checks, [36] for English language, and

[38, 23, 24] for French and English. Also the date is checked in the system at Concordia

University (Canada) [18, 60].  Finally, a Japanese system for automatic verification of bank

checks is based on the extraction and recognition of the seal imprints [62].  This illustrates the

broad, almost universal, interest in the area of automatic reading of bank checks.

To read the courtesy amount, we have developed the approach summarized in Figure 1.  The first

step in the process is to detect the courtesy amount within the image of the check which involves,

a conversion from the gray scale image into a binary data format.  The most challenging part of

the process is the segmentation process, which involves dissecting the courtesy amount field into

individual characters.  The latter task is performed using a feedback mechanism that helps to

determine if the sets of segments, produced by different dividing methods, are correctly

recognized.  The recognition module is based on neural networks to classify digits with very high

levels of confidence.  This classifier was selected based on the success achieved in handwriting

recognition and other pattern recognition applications [26]. Before neural networks can be

applied, the segments are normalized to minimize the impact of different writing styles and to

adjust the size of the image to the number of nodes in the input layer. The final post-processing

module verifies the syntax of the amount to minimize the instances involving incorrect readings.
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Figure 1: Description of key steps

2 Detection of courtesy amount

Bank checks may come in different sizes, have different backgrounds, and the courtesy amount

area may be defined in different ways. Since paper checks are scanned in gray scale mode, the

first step in the recognition process is a conversion into black and white that properly removes

the background. The best results are obtained using a dynamic threshold based on the histogram

of the level of gray in the image [49].  Then the system has to identify which area of the check

contains the pixels that conform the courtesy amount string.  One of the approaches developed

by our team for identifying the courtesy amount string in any kind of bank check involves three

stages: organizing the information in blocks of connected components; identifying potential string

candidates; and formulating the decision of which string represents the amount of the check [5].

But in the case of checks from Brazil, the courtesy amount is always located at the upper right

corner and usually delimited by vertical and/or horizontal lines.  So in this case the location of the

courtesy amount is accomplished by searching for horizontal and vertical lines in the upper right

part of the image.  Based on the relative position of these lines, the area of interest is then defined

as a rectangle embedded within the lines.  Since the size and the aspect ratio of this rectangle are

fairly constant, the amount field can be accurately determined, even if the area is not delimited

by multiple lines.  This process is shown in Figure 2.  Other researchers have proposed a less
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Figure 2: Detection of Courtesy Amount

general approach to extract information from Brazilian checks by reading the MICR line to

identify the bank, and using a database of backgrounds and content layouts [39].

3 String Segmentation

Segmentation of the amount string is the process of extracting individual digits to be recognized

in a classifier.  Character segmentation techniques are well described  in [11].  Since the courtesy

amount field may be written in different formats, sizes, and writing styles, segmentation process

is complicated. The segmentor is expected to divide the courtesy amount into isolated digits
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without any prior knowledge of the digits in the image or even what a digit is. It has no

information about the width or the height of the character and these data vary greatly depending

on the digit.  One approach employed by some researchers has been to attempt to recognize

complete words instead of trying to segment the word into isolated letters [33]. Clearly, this

solution can only be applied in very constrained situations that involve a predetermined set of

valid strings of characters. More often, the images are divided into digits using structure-based

techniques [51, 11] and then recognized as individual characters; this approach is called

segment-then-recognize. This process may involve the separation of touching characters, and the

merging of character fragments with other pieces. These are difficult tasks especially because

multiple ways exist to combine fragments of characters into individual characters. In other

applications segmentation is easier since the number of digits is fixed, such as zip codes [13, 37,

41, 44, 45] and recognition of characters in plates of private Brazilian vehicles [54].

3.1 Feedback Strategy for Segmentation

Our approach for segmentation is based on a recursive function that uses splitting algorithms to

divide blocks into isolated digits.  The system begins the segmentation process by making a few

obvious separation of characters, the primitives obtained are pre-classified as digit, fragment,

multiple, or delimiters.  Then the fragments are merged with digits or other fragments and

analyzed again. The segmentation is assumed to be correct if all the individual digits are

recognized with adequate confidence, and the digits which are not recognized properly are

considered to be connected numbers.  These blocks are divided and recognized again in a feedback

loop until a solution is found with all the segments recognized.  This approach is similar to other

strategies proposed in [14, 17, 41] and combines the characteristics of structural dissection

methods and pure recognition-based segmentation [11].  A more complicated multi-agent

architecture has been proposed to read Brazilian checks [3].  The accuracy of the multi-agent

approach is currently low, however it was shown that interaction between recognition and

segmentation was very helpful.
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3.2 Dividing Blocks

The goal of our segmentation process is to represent each digit as a 2 dimensional bitmap array.

This is one of the most difficult steps in unconstrained text recognition.  In general, forms

intended to be read by document understanding systems (DUS) [9] are designed to include

identification codes and position marks in them, so the segmentation can be done based on

relative coordinates. This is not the case of paper check, where the segmentor has no prior

knowledge of the digits in the image and has no information about the width or the height of the

character.  Given this, it should also be clear that it can be very hard for the segmentor to

determine whether an extracted segment represents 2 digits or 1, or even only a part of a digit.

The algorithms that are used for segmentation, then, must make use of heuristics that address

the nature of joints between characters [57, 58].

Using the binarized courtesy amount block image as input, the segmentation module identifies

the isolated blocks and applies contour splitting algorithms to find possible paths to separate

touching characters [7, 11].  Several dissection algorithms can be used for this task, those

implemented in the system are Hybrid Drop Fall (HDF) [34, 16] algorithm, and Extended Drop

Fall algorithm (EDF) [52], which are based on "hit and deflect strategy" proposed in [?].  Both drop

fall algorithms simulate the path produced by a drop of acid falling from above the character and

sliding downward along the contour.  When the drop gets stuck, it "melts" the character's line and

then continues to fall.  The behavior of HDF and EDF algorithms is not the same since they use

different movement rules to split the characters.  Both algorithms are described in detail in [49].

One example of the results obtained by the drop fall algorithms is shown in Figure 3.  In this

example, the second direction (starting point at the upper right side) attains the best separation.
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Figure 3: Different results of the algorithms HDF and EDF depending on the starting point and
direction.

4 Recognition Module

The recognition module is based on neural networks techniques to classify images of isolated

digits as the numbers they represent.  Prior to the actual recognition process, a set of

preprocessing algorithms is applied to the character images standardized  in order to minimize

structural variations so that the recognizer does not have the impossible task of accounting for

many different writing styles.  Then a set of neural networks is used to classify the segment into

one digit or a special character, with high accuracy and speed.  Another module for structural

checking can be used to increase the accuracy even more.

4.1 Segment Normalization

The preprocessing of isolated character images involves slant correction, size normalization and

thickness normalization.  In size normalization, the segments are scaled down to a

pre-determined size to match the fixed number of input nodes of the network.  Slant correction

and thickness normalization are used to minimize the impact of structural variations in the

segment.  These operations are nonlinear, thus applying the pre-processing algorithms in

different order will yield different results.  The processing time can also vary depending on the
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Figure 4: Normalization process

order of the algorithms.  Since thickness normalization may require up to 90% of the total

processing time, reducing the size before applying the thinning algorithm reduces the processing

time significantly.  After extensive testing it was found that the best results, according to image

quality and processing time, are obtained applying the algorithms as described in Figure 4.

Slant correction is applied at the highest resolution to obtain the same kind of image for the same

set of numbers irrespective of the personal writing tilt.  The algorithm used is very efficient so it

can be run at the highest resolution in a very short time [8, 49].

The first resize is applied to adjust the image to a standard 39x27 size, irrespective of the

personal writing size.  This resize is necessary to perform the thickness normalization accurately

and faster than working with a bigger matrix.  Resize operation is performed using the same

vertical and horizontal scaling factors, therefore preserving the original aspect ratio.  As a

consequence, some columns will be filled with white pixels in slim characters or some rows will

be filled with white pixels in wide characters or sets of connected digits.  Better accuracy has been

obtained by preserving the aspect ratio of the digits that in previous work [56, 49].  In addition,

this has shown good results detecting cases of bad segments such as segments made of multiple

digits [50].
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Thickness normalization is performed in two steps.  First, a thinning algorithm is applied to

reduce the strokes to a thickness of one pixel.  Then, a uniform rethickening process is performed

to obtain thickness of several pixels.  The thinning  algorithm used is a parallel method based on

the algorithm described in [63].  As evaluated in [40], this algorithm offers one of the best results

in terms of performance and accuracy, as compared to nine other thinning algorithms.  Since that

evaluation, the algorithm was improved even further by eliminating a number of time consuming

steps [46].  Additional improvements on this algorithm were attainted by Carrasco and Forcada

in [10] to obtain more elegant skeletons.

The re-thickening algorithm is a dilation morphological algorithm [22] involving a 2x2 kernel

matrix.  Therefore it sets to 1 (black) four of the neighbor points of every pixel in the skeleton.

The result of this approach exhibits a uniform thickness of about 2 pixels.

The final step in the normalization process is a resize to a 13x9 matrix, this is the matrix that

contains 117 pixels which are the inputs of the neural network.  Without the first resize, the

thinning process is very slow and re-thickening should be performed according to the original size,

because bigger matrices require thicker strokes in order to obtain similar results after the final

resize.  It was also found that 117 pixels is enough information to attain accurate recognition and

this size is less sensitive to overtraining than using higher resolution samples (unless the number

of digits in the training set is huge).  The new normalization approach improved the accuracy of

the neural network compared to the previous procedure that normalized the digits into a bigger

matrix (16x16) without preserving the aspect ratio [49].  The approach described above increased

the recognition rates from 82.6% to 92.4%, while reducing the level of incorrect readings from

8.1% to 2.1%.

4.2 Neural Network Based Recognition

Template matching, structural analysis and neural networks have been the most popular

classification methods in character recognition.  In general, neural network techniques have been
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most successfully used for handwritten data recognition.  They perform better than traditional

image processing techniques alone.  Template matching is a technique most useful for

machine-printed data and has been successfully employed in this area.  However, handwritten

data vary so widely that template matching becomes too complex and unreliable.  While Fourier

transforms have been used for this task with some success, the associated computation time

involved is too large.  Structural recognition modules face a similar problem since  the structure

of handwriting cannot be algorithmically quantified and computation time is limited. 

The advantage of using a neural network for handwritten character recognition is that it can

construct nonlinear decision boundaries between the different classes in a non-parametric

fashion, and thereby offer a practical method for solving highly complex pattern classification

problems. Furthermore, the distributed representation of the input's features in the network

provides an increased fault tolerance in recognition; thus character classification can occur

successfully when part of the input is broken off and not present in the image, as well as when

extra input signals are present as a result of noise [55].  This is a very important characteristic

for a recognition module in this application, since the input that the recognizer receives is the

result of the segmentation module, which sometimes does not produce perfect digits.  This

unconstrained environment for recognition can cause the precise cases noted above; namely, noisy

images and inputs with broken structure or additional pieces added on (see Figure 5).
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Figure 5: Input to the neural network;
(a) noisy segments that have pieces attached;
(b) segments with pieces broken off.

By using a neural network approach, the recognizer is able to absorb such variations in the input.

However, no neural network model appears to be inherently better than others to a significant

extent.  Instead, higher accuracy rates are achieved by tailoring network models to a particular

problem environment.  So, a network trained to recognize just digits offers a better accuracy for

check amount recognition than a generalized neural network trained to recognize both letters and

numbers.

The model implemented in this case is a three-layer, fully connected,  feed-forward multi-layer

perceptron (MLP).   The MLP structure is the simplest to understand and to implement, and it

is the most widely used for character recognition [15, 55].

The MLP structure implemented has three layers: an input layer of 117 nodes, a hidden layer of

50 nodes and an output layer with 11 nodes. The nodes of the input layer correspond to the pixels

of the input bitmap obtained after normalization.  The hidden layer of 50 nodes is used to extract
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increasingly meaningful patterns from the input data.  The number of nodes in the hidden layer

was obtained by general trial and error, taking into account accuracy and computation time. 

Another important feature to note about the network is the use of only one hidden layer.  Some

studies have indicated that the number of hidden layers is generally not a factor in the

performance of the network [15]. In fact, it has been rigorously proved that the performance

achieved with any number of hidden layers can be matched with one layer of hidden nodes.

Therefore, the more important factor is the number of nodes and the amount of computation that

they can accomplish.  

The outputs correspond to the digits from '0' to '9', the symbol '#' which is used to classify bad

segments.  A function that compares the levels obtained at each output node, selects the digit with

the highest confidence or produces the value NOT_RECOGNIZED if the winner is not clear or has a low

confidence.  The segmentation feedback loop requires a NOT_RECOGNIZED value in the case of

incorrectly segmented digit or if the segment contains connected digits.  This information allows

to try different split algorithms in segments that are not classify as digits.

The recognition module was trained with pre-segmented digits from NIST database of

handwritten forms [21]  and segments produced by the segmentation module using images of real

checks.  In contrast, some researchers have trained their recognition systems just with pre-

segmented digits from standard databases in order to attain very high accuracy levels [61].  Such

systems bypass the problems related to segmentation, and cannot be compared to the recognition

module used for reading bank checks in an equitable manner.  In our experience, the handwriting

styles in Brazil and the U.S. vary significantly for some digits, especially number 1 and 7.

Figure 6 shows some examples of the writing styles found in Brazilian checks compared to the

styles included in the standard database of the NIST that was generated scanning forms written

by individuals in the U.S.
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Figure 6: Different writing styles found in NIST database
and Brazilian checks

In Brazil, and many other countries, individuals tend to use special symbols at the beginning and

at the end of the amount, to avoid the possibility of adding numbers to change the value of the

check; we call "delimiters" to these symbols (see Figure 7).  Tests showed that the accuracy of the

recognition module is better if trained with segments containing fragments of digits and segments

containing connected digits or special symbols, because the neural network is more likely to detect

these cases [50].  The number of incorrect classification of multiple segments as digits can be

reduced from 51.6% to 6.2% by providing samples of touching digit pairs during the training

process.  The use of delimiters in the courtesy amount occurred on 36% of the checks in Brazil,

and only half of them could be pre-classified as delimiters by their size and aspect ratios.  Many

of these symbols are transmitted to the neural network which tries to recognize them as digits;

this highlights the importance of classifying them as delimiters prior to the recognition stage.
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Figure 7: Some examples of delimiters in Brazilian checks

However, if the neural network is not correctly trained and it classifies special symbols as digits,

then the automated reading process fails for 17% of the checks from Brazil.

The standard back-propagation algorithm was used to train the networks. These algorithms use

input patterns whose classifications are known, measuring the error at each output node based

on the known value.  The error is then propagated backwards through the network and used to

adjust the free parameters of the network, or the weights of the nodes.  The weights of the

network represent plausible microinferences which, when applied to the input, reveal patterns

that satisfy the largest number of these constraints and contradict the least [55].

Two networks of the same structure trained exactly with the same data result in different

parameters if the initial weights are assigned randomly.  By running multiple classification

systems in parallel, one can increase the accuracy of the classifier [4, 6, 35, 53, 55, 59].  As such,

the system was designed to use several neural networks in parallel and one analysis function,

called arbiter, to select the output comparing the results of every network.  This approach is

depicted if Figure 8.
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Several combinations of parallel neural networks have been tested.  Using four MLP, two of them

using a structural feature along with the normalized image of the digit, improved the recognition

rate on check characters from 82.6% to 86.8%, and reduced incorrect reading from 8.1% to 6.5%

[56, 49].  The structural feature considered was the directional distance distribution (DDD)

feature discussed by Oh and Suen [48].  The most recent system used 3 MLP in parallel, that were

trained with NIST digits (normalized according to the procedure described above); it improved

correct recognition from 92.4% to 93.2%, and reduced incorrect readings from 2.1% to 1.6% [50].

4.3 Structural Checking

A structural checker was added to the recognition module to verify that the recognized digit is

correct. The structural analysis minimizes the number of incorrect readings by checking specific

structural properties in the image for the value produced by the arbiter in those cases where the

global confidence is lower than 90%.  It proved to be especially useful at checking cases involving

'0' and also eliminating some cases of number '5' where it was incorrectly read as '6' or as '3'. 
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Figure 9: Cases where the neural
network requires the aid of the
structural verifier.

The algorithm uses various heuristics to verify values.  For example, it employs loop detection to

look for loops where there should be loops, i.e. '6', '8', '9', '0'.  It can also identify open loops such

as those found in '3' or '5'.  Since the network architecture is designed to absorb errors in the input

image such as broken strokes because of segment separation  or other reasons; this can cause a

number such as '5' to be recognized as a '6' or vice versa.  Their structures are similar, however

the '5' has an open loop on the bottom where the '6' has a closed loop.  Using loop detection on

such digit it is possible to identify whether it has a closed loop or not. The figure below (Figure 9)

shows examples of cases where the structural checker can be used to ensure results of the neural

network. The small '*'s in the images denote the locations where the stroke could have been

broken off.  (a) shows a half of a '0' that had been incorrectly classify as a '6' by the network, this

segment should be rejected. (b) shows how the '9' can resemble an '8'.  The *s in the images denote

the locations where the stroke could have been broken off.
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By applying the structural post-processing algorithms, several incorrect readings are eliminated.

Nevertheless, as a side effect, some correct reading cases are also rejected because they do not

pass the strict structural test.  In other applications, rejection of a value translates to rejection

of an entire amount which can severely reduce recognition rates.  However, our approach is based

on a feedback loop, so rejected characters at this point will mandate the segmentation module to

use supplementary split algorithms in order to produce different separation paths.  Therefore

implementing structural checking inside the segmentation loop improves the recognition rate

while minimizing the false positive rate.

5 Post Processing

The final step in reading the courtesy amount is aimed at reducing the number of incorrect

results even further. In this post processing stage, the resulting string is analyzed to determine

whether the recognized value is a valid amount for a bank check. Special attention is paid to the

punctuation in order to eliminate incorrect results.  This module is based on a set of rules that

describe the valid amount formats for a given language [49].  The rules shown in this paper

correspond to the valid Brazilian styles.

Contextual knowledge can often be exploited to enhance the recognition accuracy in most OCR

applications. The courtesy amount can also be verified with the legal amount, written as a text

sentence [23, 27, 32].  Some systems that read monetary amounts exploit contextual information

via syntax verification.  This involves the notion of pattern parser [51] that determines the

validity of a string in terms of monetary amounts.  The A2iA Interchange system [38] includes

the verifier module within the recognition module to read French checks. While in another French

system [28], the syntactic analysis takes place after the recognition system.  In the system being

described in this paper, the syntactic verifier is applied after recognition and is intended to

minimize the number of wrong readings and to show the values in a standard format [29].  The

post processing module is based on a set of rules that incorporate the meanings of the decimal

separator and the grouping symbol.  There is no distinction between a period and a comma, both
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are treated as separators, and the analysis is based on the number of digits in each group. It is

done in this way because the period sign and the comma sign are difficult to distinguish in

handwritten form, and because they have opposite connotations in different countries.  As an

example, the norms for the new Euro currency [47] allow for the use of the decimal symbol and

the digit grouping symbols according to the national rules and practices of every country.

The input to the post-processing module is a text string made of digits, punctuation and '#'

characters.

The most basic syntax of the string in a Brazilian check can be expressed as the following regular

expression [20] in the following way:

[#]*[0-9,]*[#]*

This expression means that the amount string may begin or end with none, one, or more special

delimiter characters.  Between the delimiters there could be any combination of digits from 0 to

9 or a comma separator may exist.  After eliminating the delimiters, the syntax of the number can

be analyzed in more detail paying attention to the sequence of digits and punctuation.  The only

accepted styles (for values lower than 1,000,000.00) are those that conform with the following

regular expressions:

Set 1: If the decimal part exists, which is the most common case, it must contain 2 digits.  The

regular expressions for amounts with decimal part are:

^[0-9]*,[0-9][0-9]$

^[0-9],[0-9][0-9][0-9],[0-9][0-9]$

^[0-9][0-9],[0-9][0-9][0-9],[0-9][0-9]$

^[0-9][0-9][0-9],[0-9][0-9][0-9],[0-9][0-9]$
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(1)

Set 2: Without decimal part the separator is optional.  So the regular expressions for amounts

without decimal part are:

^[0-9]*[,]*$

^[0-9],[0-9][0-9][0-9][,]*$

^[0-9][0-9],[0-9][0-9][0-9][,]*$

^[0-9][0-9][0-9],[0-9][0-9][0-9][,]*$

In any case it is possible to group characters within the integer part, but these groups must be

comprised of exactly three digits. If no grouping is done, all the digits can be written sequentially.

In the check recognition system proposed by Hussein et al. [30], a parser based on a Deterministic

Finite Automata (DFA) is proposed within a module called “segmentation critic module”, this

module was used to ensure proper segmentation of U.S. checks before recognition.  The algorithm

used to verify the correct syntax in Brazilian checks is essentially a Deterministic Finite

Automaton (DFA) shown in Figure 10.   It reads the string from right to left and the states change

depending on the kind of symbol found. The alphabet E is the set of symbols that the string is

comprised of (equation 1).  In this case the alphabet has only two elements: D for digit or P for

punctuation.  V is a finite set of valid states in the system, and FfV is the set of final states,

which are represented as double circles in the graph.  The transitions from one state to another

depend on the characters found in the string and are clearly marked in the graph.
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Figure 10: Deterministic Finite Automaton to classify and check amount strings

After the analysis of a few characters, one identifies four possible cases. All four cases are further

explained in [49], here is a brief summary:

Case 1 means that the string ends with a punctuation mark.  In this case one has to read a

number that may or may not have grouping punctuation, this is done using the Integer section

of the DFA (begining at q4 in Figure 10). 

Case 2 means that the string has 2 decimal digits, preceded by a punctuation character, therefore

one has to read any kind of integer (again state q4).

Case 3 finds a punctuation mark that precedes the right-most 3 digits.  So the string does not

have decimal part and the punctuation is understood as the grouping character.  Hence the

integer part is required to use grouping symbols and is analyzed using the Grouping section of

the DFA (state q5 in Figure 10).



– 22 – 

Figure 11: Recognition of a Brazilian check using prototype application

Case 4 is reached after reading four consecutive digits without punctuation.  In this case, no

decimal part or grouping symbol has been detected.  From now on, the system does not expect to

see any punctuation and the string will be checked using the DFA for state q6 in Figure 10.

If the string is completely read without reaching an error state, then the value is accepted and

printed on the screen. The following image (Figure 11) shows an example of the prototype

analyzing a check from Brazil.  The result from reading the courtesy amount is the number that

appears on the text box called Value.  Accepted strings are printed in a standard way using

grouping separators and two decimals.
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6 Conclusion

This paper has presented a comprehensive approach for check recognition that can be utilized for

"reading" checks from Brazilian banks.  Some of the algorithms and techniques described in this

paper have been applied to read checks from other countries, as well as from other environments

that involve reading of handwritten information. 

The architecture incorporates multiple modules.  The segmentation module takes advantage of

the results of the recognition module, via a feedback mechanism.  Several splitting algorithms,

based on the drop-fall methodology, are used to separate connected or overlapped digits. In the

section on recognition of individual characters, a new normalization approach was presented.  The

process involves slant correction, resize, thinning, rethickening, and a second resize.  This

normalization approach attained recognition rates ten points better that previous approaches.

Single digit recognition is performed using a set of neural networks running in parallel and a

structural checker to minimize the likelihood of erroneous readings.  Finally, the post processing

module takes advantage of contextual information in monetary amounts.  This module has been

developed as a generalized syntactic checker with the primary objective of reducing the incidence

of reading errors. Syntactic rules, described as regular expressions, and the deterministic finite

automata tuned to analyze Brazilian checks were discussed in detail.

Digits handwritten on forms by individuals in the U.S. differ significantly in style from those

written in paper check in Brazil; this makes it important to train training the neural network

with all relevant styles.  Another characteristic of the courtesy amount on Brazilian checks is the

extensive use of lines and special symbols as delimiters of the amount.  Some of these delimiters

can be eliminated after size analysis, but the smaller ones will get transmitted into the neural

network.  Our research highlighted the need to use a recognizer that is able to classify multiple

segments and delimiters as part of the endeavor to read Brazilian checks properly.
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